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Abstract. The Web-revolution in publishing and reading is rapidly in-
creasing the volume of online textbooks. Nowadays, for most of the sub-
jects, a selection of online textbooks is available. Such an abundance leads
to an interesting opportunity: if a student does not like how a primary
textbook presents a particular topic s/he can always access its alter-
native (e.g. more detailed or advanced) presentation elsewhere. Modern
e-learning environments could better support access to different versions
of instructional material by generating intelligent links between the text-
books sections that present similar topics and concepts. This paper re-
ports an attempt to investigate the problem of fine-grained intelligent
linking of online textbooks based on the probabilistic topic modeling
technology. Using collections of textbooks in two domains (Elementary
Algebra and Information Retrieval), we have demonstrated that intelli-
gent linking based on probabilistic topic models produces a much better
modeling quality than traditional term-based approaches.

Keywords: Hypermedia, Textbooks, LDA, Topic Model, Document Link-
ing

1 Introduction

The vast amount of learning content available on the Web opens several opportu-
nities for adaptive educational systems supporting learners in finding the "right
content". Practically, in any domain, a learner can easily find online dozens,
hundreds or even thousands of instructional texts, tutorials and electronic text-
books. However, open-corpus resources are heterogeneous, they may organize
their content in very different ways: by focusing on different parts of domain
knowledge and covering the same parts with different levels of details, by using
different terms for the same concepts (synonymy) and the same terms for dif-
ferent concepts (polysemy), by aggregating and structuring domain knowledge
with different sets (or hierarchies) of chapters, sections, pages, etc. [9]
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The abundance of online textbooks results in interesting opportunities for
modern students: those not satisfied with presentation of a particular topic in
their primary textbook have a chance to access an alternative presentation from
a range of textbooks covering this topic. To turn this opportunity into practice,
modern e-learning environments should support their users by generating dy-
namic links between sections of different books that present similar topics and
concepts.

For example, imagine a learner reading a section about "Linear Equations
in Two Variables" from an Algebra textbook. The learner has problems under-
standing some parts of this section and decides to search for other textbooks
covering similar content in her/his e-learning system. Since the system has ac-
cess to multiple educational resources in this domain and understands semantic
relations between their parts and sections, it returned a ranked list of links to
relevant content of the other textbooks: a chapter titled "Linear equations (part
II)" in one book, a section titled "Solving linear systems of equations" in another
book, a subsection in the same book titled "Graphical solving of linear equations
in two variables", and a chapter titled "Solving equations" in a third book.

The idea of automatic links generation between related fragments of educa-
tional content has been pioneered by Mayes and Kibby [7]. The keyword-level
similarity-based approach suggested by them has been applied in a number of
systems and architectures since[5]. Unfortunately, the practical quality of sim-
ple keyword-level similarity linking appeared to be less than perfect, as it can
often link pages that were not really meaningfully related, which would result
in presenting a wrong page to the user. While similar technologies have been
often satisfactory in other domains, low quality of linking is unacceptable for
e-Learning systems. As a category of users, students are very susceptible to
the system’s failures and are rarely able to recover from those on their own.
Erroneous instructional material presented to a student can lead to confusion,
frustration, lack of motivation and, essentially, poor learning [6].

Another area of research that has addressed the problem of linking docu-
ments based on their meaning is Semantic Annotation. Several systems have
been built capable of enriching online content with dynamic links to relevant
documents (e.g. COHSE [1] and Magpie [4]). Such systems are very good in
recognizing special named entities (such as names, places, organizations as well
as quantitates, dates, times etc.), and detecting keywords that match concepts
names in a source ontology or a thesaurus; unfortunately, they disregard the rest
of the content. This is an effective approach for general information access, but
it is ill-suited for the educational domain. Instructional content rarely contains
specially formatted entities; and one cannot expect that similar documents in
two different textbooks from an arbitrary subject will be always using the same
keywords.

This paper reports an attempt to re-investigate the problem of fine-grained
intelligent linking of online textbooks using a popular approach to probabilis-
tic topic modeling known as Latent Dirichlet Allocation (LDA). LDA [2] is a
statistical model that automatically extracts topics from a collection of doc-
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uments. Over the last few years, this technique has been applied successfully
for discovering semantic models in large, heterogeneous and unstructured (or
lightly-structured) collections, such as scientific journal papers or collections of
news posts [2, 3]. However, there is no known attempt of using this technique for
modeling hierarchical structured collections, such as textbooks for the task of
document linking. Our challenge has been to explore whether LDA can be ap-
plied within domain-specific collections of hierarchically structured educational
content and can successfully support intelligent linking of online textbooks.

A study presented in this paper uses a collection of textbooks in two domains
(Elementary Algebra and Information Retrieval) to explore whether intelligent
linking based on probabilistic topic models can achieve a better quality of section-
level textbook linking than previously used term-based approaches. To maximize
the quality of the new technology, we also explore some important parameters
associated with the application of LDA-based approach in hierarchical textbook
context and report the performance results.

2 Linking Documents Using LDA

LDA topic models are generative probabilistic models that conceive each docu-
ment as a mixture of topics and each topic as a mixture of words. LDA represents
documents by a probability distribution over the topic space and defines topics
as a probability distribution over the vocabulary of the collection. For building
the model, a collection of documents is inputed to LDA. The algorithm itera-
tively assigns a topic to each word in each document and adjust the topic-word
probabilities. The process can be seen as an optimization problem, in which the
LDA mechanism continuously minimizes the number of "highly probable" topics
per document and, at the same time, minimizes the number of "highly-probable"
words per topic [2, 10]. This leads to topics incorporating words that often occur
together. LDA receives as inputs the number of topics to discover and the two
prior (hyper) parameters to control both the sparsity of topic distributions in
the documents and the sparsity of word distributions in the topics (the LDA
setup for this specific project is explained in more details in Section 4.3). Once
the model has been built, each document is represented as a probability vector
over all the topics, and each topic as a probability vector over all the words
in the vocabulary. Documents are discriminated based on different concentra-
tions of topic probabilities. Taken the topic representations of the documents,
the homogeneity between them can be computed using distance or similarity
measures [10]. In our case, once we have a vector representation of all chapters,
sections and subsections of the textbooks, we can proceed to compute similar-
ity among parts of different books and, for each book part, create a ranking of
similar other-books’ parts. As we will see in the next section, there are some
issues regarding the hierarchical structure of the textbooks to consider in order
to obtain meaningful topic distributions of all book parts.
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3 Research Questions

The main goal of this work is to explore the use of probabilistic topic models for
generating high-accuracy linking of textbook parts (chapters, sections and sub-
sections). The LDA-produced topic models are examined against the standard
term-based models. The first research question is:

Q1 Will probabilistic topic modeling produce a more accurate linking of textbook
parts than the common term-based approach?

The key aspects to consider are the characteristics of textbooks. Textbooks are
hierarchically organized and the content of each chapter, section or subsection is
the aggregation of its children’s contents. The assignment of topic distribution
among parts of the textbooks on different levels should consider these charac-
teristics for a correct representation of each document’s content. This leads to
the second research question:

Q2 How to incorporate hierarchical structures of textbooks in probabilistic topic
models?

We need a topic model to correctly represent each document (each textbook
part) as the aggregation of the content of its sub-parts. One option is to build
the topic model from all textbook parts with aggregated content, for example,
a section aggregates the content of the subsections and in this form is input
to LDA. However, this approach seems to "confuse" LDA as demonstrated by
results of our preliminary tests. Other, more reasonable approach is to consider
building the model using only documents that have actual (textual) content
(usually terminal or leaf nodes, i.e. sub-sections) and further options for indexing
the intermediate nodes (i.e computing the topic distribution of chapters and
sections). We consider two approaches:

a) Aggregate topic distributions along the hierarchical structure of the textbook
while weighting sub-topics’ distributions by their sizes. For example, the
topic distribution of a section is the aggregation of the topic distributions
of it’s subsections. The following formula explains the aggregation of topic
distributions for a specific book part d.

Ψ ′
d =

∑
c∈Cd

(
scΨc

)
+ sdΨd∑

c∈Cd

(
sc
)
+ sd

(1)

Ψd and Ψ ′
d are the topic distributions of the node d before and after the

aggregation, respectively; Cd is the set of child nodes of d, Ψc is the topic
distribution of the child c, sc and sd are the sizes measured as the number of
words in the respective document. For simplicity, hereafter, we refer to this
option as Topic Aggregation (TA).
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b) Re-index the aggregated content of intermediate documents using the infer-
ence mechanism provided by the topic model. This means, after the model
is built, a version of the collection is created, in which each chapter and sec-
tion contains the text content of all its children nodes. Then, each aggregated
document is inputed to the built LDA model to obtain its new topic distri-
bution. From now on, we refer to this approach as document Re-Indexing
(RI).

Additionally, since individual textbook models reflect corresponding individ-
ual views on the domain stemming from differences in terminology that different
authors may use, we are interested to explore the potential added value of build-
ing unified topics model using several books. We expect that a model built using
multiple textbooks will reflect a better (more complete and objective) under-
standing of the domain and will support better document linking than a model
built using a single textbook. For simplicity, we further call these options Mul-
tiple Book (MB) and Single Book (SB), respectively. Thus, the third research
question is:

Q3 Will the model built using multiple textbooks (MB) produce a better document
linking compared to a model built using a single textbook (SB)?

4 Experiment Design

We have conducted several experiments building LDA from textbooks in two
domains: Elementary Algebra and Information Retrieval. Resulting topic models
are used for computing similarity between the parts of different books in each
domain. The evaluation approach compares the list of similar documents found
by the LDA models and the baseline term-based model with an "ideal" document
mapping provided by experts.

4.1 Textbooks

Four Algebra and five Information Retrieval textbooks were used in the study.
For further references, the textbooks are labeled as BOOK1, BOOK2, etc. For
the both domains, topic models in the Single Book condition (SB) are built
based on BOOK1, and BOOK2 is used for evaluation. For Algebra, BOOKs
1, 3 and 4 are used for building topic models in the Multiple Book condition
(MB); and, in the Information Retrieval domain, BOOK5 is additionally used
for this. A sequence of technical procedures was performed on the contents of
the textbooks: the text was converted to lowercase, stop-words and additional
frequent words in the domain (i.e.: "exercises", "solutions" in Algebra) were
removed.

Elementary Algebra Textbooks

1: Elementary Algebra, by W. Ellis & D. Burzynski.
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2: Elementary Algebra - v1, by J. Redden.
3: Understanding Algebra, by J. Brennan.
4: Fundamentals of Mathematics, edited by D. Burzynski & W. Ellis.

Information Retrieval Textbooks

1: Introduction to Information Retrieval, by C. Manning, P. Raghavan & H.
Schütze.

2: Modern Information Retrieval, by R. Baeza-Yates and B. Ribeiro-Neto.
3: Finding Out About, by R. Belew.
4: Information Storage and Retrieval Systems, by G. Kowalski.
5: Information Retrieval, by C. van Rijsbergen.

4.2 Ground Truth

As the ground truth, we used manual mappings of the two textbooks (BOOK1
and BOOK2) made by groups of experts in both domains. Overall, ten experts
contributed: one professor and six PhD students from the School of Information
Sciences at the University of Pittsburgh; three researchers from the Centre for e-
Learning Technologies at DFKI. In the Algebra domain, five chapters of BOOK1
were mapped to BOOK2. In the Information Retrieval domain, four chapters of
BOOK1 were mapped to BOOK2. To obtain more objective judgements, for each
chapter, two experts were providing the mapping. A dedicated Web-interface was
developed to facilitate the mapping task. Specific instructions were given in order
to have a consistent mapping results: i) every chapter, section and subsection
of BOOK1 had to be mapped to zero or more parts from BOOK2; ii) mapping
had to be as accurate as possible; iii) mapping could relate book parts from
different levels (for example, sections could be mapped to chapters, sections, or
subsections); iv) it had to be taken into account that the content of a textbook
part is the aggregation of the content of its subparts. Additionally, experts had
to assign to every mapping a level of relevance and a level of confidence, both
ranging from 1 to 3 (low, medium, high). A score for each match was computed
by multiplying the relevance and confidence levels. The final score of each match
was computed as the sum of the scores provided by both experts. Non-matched
parts of BOOK2 were assigned with the zero score. Finally, the ground truth was
represented as the compilation of all mappings blended into a single list: each
element is a part of the BOOK1 and the respective ranked list of all matches
from BOOK2 with their final scores.

4.3 LDA Setup

We used implementation of LDA provided by the MALLET Toolkit [8]. In MAL-
LET, LDA setup depends on the number of topics, the number of sampling iter-
ations, the smoothing over document-topic distribution hyper-parameter α, and
the smoothing over topic-word distribution hyper-parameter β (a good expla-
nation of the LDA hyper-parameters can be found in [10]). We set the number
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of iterations to 2000, taking into account the size of the documents and the
collections. For selecting the number of topics, we followed a simple approach:
since we expect the topics to represent semantic units of textbook content, we
estimated that the number of topics should be between the number of sections
and the number of subsections in an average book (sometimes, sections covers
several topics, and, sometimes, subsections cover examples, exercises or different
views of the same topic). In the Algebra domain, BOOK1 has 74 sections and
228 subsections; thus, we chose the number of topics equal to 150. This num-
ber also gave us the best results in the preliminary tests. In the Information
Retrieval domain, the BOOK1 has 120 sections and 178 terminal nodes (some
sections do not have children and are counted also as subsections). Here we also
chose 150 as the number of topics. With regards to LDA hyper-parameters, we
set up initial values of α = 0.01 and β = 0.01, and then used the fixed-point
optimization for hyper-parameters [11] implemented in MALLET.

4.4 Measuring the Effectiveness of Document Linking

We evaluate the effectiveness of all compared models on the task of finding
documents similar to a target document using average NDCG@1, @3 and @104

as follows:

1. for every part of BOOK1, each part of BOOK2 is ranked according to the
similarity of their topic distributions. As a similarity measure, we used the
reciprocal symmetric KL-divergence5;

2. for every part of BOOK1, the ranked lists generated by evaluated models
are compared against the respective rank list from the ground truth using
NDCG@1, @3 and @10;

3. for every LDA condition, the average NDCG@1, @3 and @10 are computed
over all parts of BOOK1;

4. the LDA sampling process uses random seeds and produces different topic
sets on each run; for every LDA condition, we run the model 30 times, thus,
obtaining N=30 data points.

Baseline. As the baseline we use the effectiveness (measured by NDCG@1, @3
and @10) of the ranked lists obtained as a result of querying an index built
using Apache Lucene6. Lucene computes similarity between a query and the
4 NDCG (normalized discounted cumulative gain) measures the quality of ranking
documents by relevance. It compares the target ranking to the positions that doc-
uments occupy in the ideal list and penalizes the mismatches. NDCG@1 measures
the effectiveness of the model to find the top relevant document. In the same way,
NDCG@3 and NDCG@10 measure the quality of ranking the first three and ten
items, respectively.

5 Kullback-Leibler (KL-) divergence computes the difference between two probabil-
ity distributions. The reciprocal symmetric KL-divergence is a modification of the
original formula that can be used as a similarity measure [10].

6 http://lucene.apache.org
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documents in the collection using the standard TF-IDF model. For each part of
the BOOK1, we toss a query to the index built from BOOK2. The query returns
a ranked list of the parts in the BOOK2, which is used to compute the baseline
average values for NDCG@1, @3 and @10.

4.5 Conditions and Hypotheses

Q1 examines the idea of contrasting LDA-based models with the baseline. Q2 is
focused on comparing two different strategies helping to incorporating textbook
hierarchies in the topic model: topic aggregation (TA), and re-indexing (RI). We
further refer to this as the aggregation factor. Q3 stresses the comparison between
a model built using a single book (SB) with a model built using multiple books
(MB) from the collection. We further refer to these options as the books factor.
Thus, four conditions are defined as can be seen in Table 1. KL-Divergence is
used as the similarity measure; it helps to produce ranked lists of links from the
nodes of BOOK1 to the documents of BOOK2. Ranked list are evaluated against
the ground truth using averaged values of NDCG@1, @3 and @10. Finally, the
LDA models are sampled 30 times to produce 30 data points for every condition.
The experiment is executed separately in both domains.

Table 1. The 4 model conditions.

Aggregation
Topic Aggregation (TA) Re-Indexing (RI)

Books Single Book (SB) SB-TA SB-RI
Multiple Books (MB) MB-TA MB-RI

To address Q1, the four conditions are compared to the baseline values of
NDCG@1, @3 and @10. Here, we define the following hypothesis:

H1 At least one of the models built using LDA performs better document linking
than the baseline.

Since the baseline accuracy score is a fixed value, we use one-sample t-tests to
verify H1. To answer Q2 and Q3, we state the following hypotheses:

H2 The LDA model aggregating topic probabilities based on the book hierarchy
(TA) will perform better document linking than the model using re-indexing
of content-aggregated intermediate documents (RI).

H3 The LDA model built using several textbooks (MB) will perform better docu-
ment linking than the model built using a single textbook (SB).

For testing H2 and H3, the four groups are compared based on the 2x2 between-
subjects ANOVA design (see Table 1). Interactions, main effect and marginal
means are reported.
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5 Results

5.1 LDA vs. Baseline

Mean values and standard deviations of NDCG levels for all LDA conditions
together with the results of t-tests comparing them against the baseline are
reported in Table 2. Figure 1 presents these data graphically.

Table 2. Effectivity of the four conditions in the Algebra domain (top) and Information
Retrieval domain (bottom).

Algebra
NDCG@1 NDCG@3 NDCG@10

Baseline .3662 .5807 .6582
Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p)

SB-TA .547 .025 <.001 .647 .018 <.001 .691 .015 <.001
MB-TA .532 .036 <.001 .620 .021 <.001 .663 .017 .165
SB-RI .456 .027 <.001 .601 .027 <.001 .675 .019 <.001
MB-RI .414 .040 <.001 .572 .032 .132 .647 .026 .022

Information Retrieval
NDCG@1 NDCG@3 NDCG@10

Baseline .057 .186 .258
Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p) Mean Std. Dev. Sig. (p)

SB-TA .345 .051 <.001 .461 .042 <.001 .536 .033 <.001
MB-TA .309 .063 <.001 .418 .045 <.001 .520 .039 <.001
SB-RI .360 .066 <.001 .484 .053 <.001 .556 .045 <.001
MB-RI .336 .050 <.001 .456 .054 <.001 .534 .041 <.001

Algebra domain. As it is seen from Table 2, for Algebra domain, all LDA
models for all NDCG levels produce significantly better results than the baseline
except for NDCG@3 of MB-RI, NDCG@10 of MB-TA and NDCG@10 of MB-RI
(which is even significantly lower than the respective baseline value). Among the
significantly better LDA scores, the highest effect sizes were always presented
by the SB-TA model outperforming the baseline by several standard deviations
(NDCG@1: p < .001, Cohen’s d = 7.232; NDCG@3: p < .001, Cohen’s d = 3.683;
NDCG@10: p < .001, Cohen’s d = 2.187). Since for all NDCG levels there was
at least one condition that performs significantly better than the baseline, these
results support H1 in the Algebra domain.

Information Retrieval domain. Within the Information Retrieval collection,
all LDA conditions perform significantly better than the baseline (see the bottom
part in Table 2).
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Fig. 1. Four conditions individually compared with the baseline in Algebra and Infor-
mation Retrieval domains. Baseline NDCG@1,@3 and @10 values are indicated with
dotted lines.

H1 is supported. Overall, LDA produces significantly better document link-
ing than the baseline term-based model in both domains. The highest results
are always obtained for NDCG@1, which means that the LDA-based approach
performs much better in finding the best matches, i.e the most similar docu-
ments. It is also very interesting to note the difference between the two domains.
Information Retrieval is a newer domain than Algebra and, thus, has a less
standardized vocabulary. Therefore, LDA is especially effective compared to the
standard term-based approach. This result confirms the power of probabilistic
topic modeling in domains with sparse and non-standardized vocabularies.

5.2 TA vs. RI

For testing H2, in each domain, a 2x2 between-subjects ANOVA was performed
on the scores of NDCG@1, NDCG@3, and NDCG@10 as a function of aggre-
gation strategy (TA, RI) and books strategy (SB, MB). Table 3 presents the
marginal means and standard error values for all conditions and domains.

Algebra domain. All ANOVA assumptions have been satisfied for all condi-
tions and all NDCG levels.

The patterns of differences among aggregation strategies are significantly
different between SB and MB only for NDCG@1, F(1,116) = 5.274, p = .023, η2p
= .043. No other significant interactions have been observed. For the main effect
of aggregation, the results show that TA produces significantly higher scores than
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Table 3. Marginal Means.

NDCG@1 NDCG@3) NDCG@10
Algebra M SE M SE M SE

Aggregation TA .539 .004 .633 .003 .677 .003
RI .435 .004 .587 .003 .661 .003

Books SB .502 .004 .624 .003 .683 .003
MB .473 .004 .596 .003 .655 .003

Information Retrieval M SE M SE M SE

Aggregation TA .327 .007 .439 .006 .528 .005
RI .348 .007 .470 .006 .545 .005

Books SB .352 .007 .473 .006 .546 .005
MB .323 .007 .437 .006 .527 .005

RI for all NDCG levels averaged across books strategy (NDCG@1: F(1,116) =
309.496, p < .001, η2p = .727; NDCG@3: F(1,116) = 103.181, p < .001, η2p =
.471; NDCG@10: F(1,116) = 19.332, p < .001, η2p = .143). These results support
H2 in the Algebra domain. Additionally, it can be seen that the effect decreases
with every next NDCG level. This underlines the important of choosing the right
aggregation strategy when the goal is to find the most relevant documents from
another textbook.

In order to find the pattern of differences in NDCG@1 scores among books and
aggregation strategies, a simple main effect of aggregation has been performed
for SB and MB strategies. When LDA models are build using a single book, TA
(M=.547, SE=.006) is significantly better than RI (M=.456, SE=.006): F(1,116)
= 116.983, p < .001, η2p = .502. When multiple books are used, TA (M=.532,
SE=.006) also significantly outperforms RI (M=.414, SE=.006): F(1,116) =
197.787, p < .001, η2p = .630. These results showed that the interaction be-
tween aggregation and books factors for NDCG@1 does not change the fact that
TA works better than RI in the Algebra domain; it only means that, when using
TA, there is no difference between SB and MB conditions.

Information Retrieval Domain. All ANOVA assumptions have been satis-
fied for all conditions and all NDCG levels, except for a slight deviation from
normality of NDCG@3 under MB-RI condition (Shapiro-Wilk = .929, p = .047).

There is no significant difference in the patterns of differences among aggre-
gation strategies between book strategies for all NDCG levels. The main effect of
aggregation has been observed for all NDCG levels. However, it is the opposite
of what we have seen in the Algebra domain. For Information Retrieval, TA
produces significantly lower scores than RI (NDCG@1: F(1,116) = 4.017, p =
.047, η2p = .033; NDCG@3: F(1,116) = 11.903, p = .001, η2p = .093; NDCG@10:
F(1,116) = 5.667, p = .019, η2p = .047). These results do not support H2 in the
Information Retrieval domain.
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H2 is partially supported. In the Algebra domain, Topic Aggregation strat-
egy performs better than Re-Indexing. However, the results are opposite in the
Information Retrieval domain, where RI performs better than TA. This is inter-
esting, as domain differences seem to matter when choosing the best aggregation
strategy. One possible explanation can be inferred from the different character-
istics of the two domains and the differences between the used textbooks. For
example, the vocabularies that LDA models are processing in these domains are
very different in size. In Algebra, a single book produces a vocabulary of 2,220
terms, while in Information Retrieval, a single book model works with the vocab-
ulary of 13,405 terms. Further research is needed in order to better understand
the differences among the domains and how they influence the topic modeling
process.

5.3 MB vs. SB

In this section, we compare the performance of LDA models built from a Single
Book (SB) with models built from Multiple Books (MB) in order to test H3.
The ANOVA design described in previous sections is also used here as well.

Algebra domain. In the Algebra domain, there are no significant interactions
among books and aggregation factors except for NDCG@1. The simple main
effect test reported in the previous section has shown that it does not matter,
whether the LDA model is built from a single book or multiple books, when it
uses TA as the aggregation strategy. For the main effect of books, the results show
that, in the Algebra domain, SB produces significantly higher scores than MB
averaged across aggregation strategies for all NDCG levels (NDCG@1: F(1,116)
= 24.180, p < .001, η2p = .172; NDCG@3: F(1,116) = 38.361, p < .001, η2p = .249;
NDCG@10: F(1,116) = 62.095, p < .001, η2p = .349). Thus, H3 is not supported
in the Algebra domain.

Information Retrieval domain. Similar results are obtained in the Infor-
mation Retrieval domain. There is significant difference between SB and MB
strategies averaged across aggregation for all NDCG levels (NDCG@1: F(1,116)
= 7.849, p = .006, η2p = .063; NDCG@3: F(1,116) = 16.099, p < .001, η2p = .122;
NDCG@10: F(1,116) = 6.871, p = .010, η2p = .056). All these effects strongly
favor using the Single Book strategy over Multiple Books and do not support
H3 in Information Retrieval domain as well.

H3 is not supported. In both, Algebra and Information Retrieval domains, the
results have shown that LDA models built using a Single Book (SB) will produce
significantly better document linking than the models built from Multiple Books
(MB) regardless of the hierarchical content aggregation method.
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6 Conclusions

In this work, we have explored the use of LDA-based topic models within collec-
tions of textbooks for the task of fine-grained cross-collection document linking.
We have shown that LDA is a valuable alternative to the standard term-based
approach and outperforms it, especially, for finding the most similar documents
(NDCG@1, NDCG@3) and in less standardized domains. We have applied two
different approaches for building topic models with regards to the hierarchical
structure of textbooks and discovered that, in different domains (and, perhaps,
content collections), different aggregation strategies can be better. We have also
observed that the topic models built using one textbook produce a better doc-
ument linking than the model built using multiple books, contrary to our ex-
pectations. Further research is needed to improve our understanding of these
differences and their impact on the LDA model building.

We believe, that using LDA is a promising approach for addressing the prob-
lem of automatic and fine-grained textbook linking and it can be further applied
to facilitate content modeling and adaptation in the open corpus settings. The
ability of probabilistic topic-based models to help finding the top similar docu-
ments is a clear advantage over the traditional term-based methods and can be
used to implement effective recommendation and navigation support in adaptive
educational hypermedia systems. We plan to incorporate this technology in an e-
learning environment, as well as to keep investigating mechanisms for improving
the quality of LDA models. Our future work will include experimenting with the
techniques for topic models evaluation, utilizing topics and textbooks structures
to discover semantic relations among the topics, ensembling topic models with
the models based on keyword and concept extraction techniques, and further
investigating the application of this approach in other domains.
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